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Naïve dispositionalism about semantic content is the view that a speaker’s dispositions

regarding the use of a symbol determine the meaning of that symbol for the speaker: if

S is disposed to say of red things, and only of red things, that they are ‘red’, for example,

then S means red by ‘red’. Likewise, if S is disposed to reply with the sum of x and y

when calculating ‘x + y’, then S means addition by ‘+’. Such naïve dispositionalism was

decisively refuted by Kripke (1982), but since the publication of Kripke’s book, more

sophisticated versions have been in almost constant development.

One such account, which has received quite a bit of attention in the recent litera-

ture, is due to JaredWarren (2020).1 According toWarren, we can solve all the problems

of dispositionalism by imposing on an agent S’s dispositions a series of conditions that

define what we can call ‘standard’ conditions.

In this paper I will examine a number of cases that Warren’s account struggles with

and argue that (a) these cases suggest that a speaker’s meaning can come apart from

their dispositions, and (b) that this in turn suggests that such ‘standard’ dispositional ac-

counts of semantic content presuppose that there are semantic norms, independent of a

speaker’s dispositions—and since semantic dispositionalism ismeant to be a reductionist

account of semantic content, whereby semantic content is nothing above and beyond

1. See e.g. Lane 2022, Miller and Sultanescu 2022, Berg 2022, Guardo 2022 and Guardo 2023.
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the speaker’s dispositions, such accounts do therefore not explain what they purport to

explain.

I will conclude that these problems generalise to dispositionalist accounts in general,

standard or not, and hence, that the prospects for a successful dispositionalist account

of semantic content are poor indeed.

I Guardo’s privilege argument

In a recent paper, Andrea Guardo (2022) has identified a problem for dispositionalist

accounts of meaning that is of a slightly different kind than those identified by Kripke.

Guardo refers to this as ‘the privilege argument’. Despite being distinct from Kripke’s

arguments, it does have its roots, I believe, in his discussion of idealised conditions and

ceteris paribus-clauses (Kripke 1982, p. 28), as well as some remarks by Paul Boghossian

(1989, §23) and Anandi Hattiangadi (2007, pp. 106–8 and p. 117).

For the exposition of the rest of the paper, it is helpful to look at this challenge and

how onemight respond to it—as I will refer to these different ways later. The problem is

relatively simple: It is plausible to think that S might give different answers when tired,

thanwhenwell-rested, and so on for all kinds ofmental, physical or environmental states

S might be in. S might be disposed to say, for example, that 68 + 57 = 125 in one

state, but not in another. If dispositions determine meaning, we need to explain why

one set of dispositions, which we can call C, is supposed to be meaning-determining for

S, and not some other set of dispositions, C∗. This needs to be done in a way that is

neither question-begging nor ad hoc. The dispositionalist thus needs to explain whymy

dispositions when I’mwell-rested and sober are meaning-determining, and not the ones

I have when I’m tired and drunk. What privileges the former over the latter?

Three ways to respond In his paper, Guardo identifies three different ways a dis-

positionalist may respond to this problem. The most naïve way is simply for the dis-
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positionalist to claim that the dispositions associated with the set of conditions C are

meaning-determining because those are the conditions under which S gets things right:

The conditions in C determine meaning because those are the conditions under which

S adds and doesn’t quadd.

This is, as Guardo points out quite obviously circular (Guardo 2022, p. 872–3): S

means addition by ‘+’, the naïve dispositionalist seems to be saying, because S’s dispo-

sitions when they add are meaning-determining and they are meaning-determining be-

cause when S has those dispositions, they are adding. This is, while bad enough, not the

ultimate reasonwhy a naïve approach fails inmy view, or rather, not themost useful lens

through which to view it.

In the literature on the rule-following paradox, there is widespread agreement that

meaning has correctness conditions—that meanings establish norms. By this, I simply

mean that if S means something by ‘+’, then certain uses or applications of ‘+’ by S are

correct or incorrect. For example, if S means addition by ‘+’, then S’s assertion that

“68 + 57 = 125” is correct, while “68 + 57 = 5” would be incorrect. If, however, S meant

quaddition by ‘+’, then “68 + 57 = 5” would be correct, and “68 + 57 = 125” incorrect.2

As this example shows, what counts as correct and incorrect in a given case is de-

termined by what S means: If S means addition then one utterance is correct, and if

they mean something else, something else is correct. One might then think that talk of

semantic norms is superfluous, since what S means seems to fully account for what is

correct and incorrect. However, speaking of correctness and incorrectness is useful, as I

will emphasise later, because what S means and what S actually does can come apart: It

is possible that S means addition, but nevertheless asserts that “57 + 68 = 5”—in which

2. Verheggen has called this the ‘trivial’ way in which meaning can be said to be normative, namely that
whenweuse or apply aword, someways are correct andother incorrect (Verheggen 2011). It is trivial because
it is so closely connected with the semantic content itself.

Anandi Hattiangadi has also made a distinction between the normative proper and the merely norm-
relative (Hattiangadi 2007). On this view, meanings imply a standard of correct and incorrect use, but
othewise have no prescriptive powers. In this paper, I do not assume that meaning is normative in the
former sense.

For further discussion, see also Glüer and Pagin 1999, Hattiangadi 2006 and Glüer andWikforss 2009.
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case, S hasmade amistake. Ifwe only speak ofwhat Smeans, andnever ofwhat is correct

and incorrect, we have no way of making this distinction.

We can now see that when the naïve dispositionalist appeals to the purported fact

that certain dispositions give the correct answers, and that others do not, they have thus

taken a semantic norm for granted, i.e. their account does not explain what constitutes

such a norm. But if what S means determines what is correct and incorrect in a given

case, the dispositions are what needs to play this role—i.e. determining what is correct

and incorrect in a given case. For comparison, contrast this with community accounts

of semantic content, flawed as they may be: S is correct in their response if and only S

agrees with others. Here, a clear criterion of correctness is at least given. The naïve dis-

positionalist offers nothing on this score, and cannot, because they specify themeaning-

determining dispositions in terms of what is semantically correct, and that is circular,

since what is semantically correct depends on what the meaning-determining disposi-

tions are in the first place.

Another way one might try to respond to the challenge is by characterising C as

dispositions in ‘ideal’ conditions. Here, C are those conditions under which S would

have the right dispositions, e.g. the dispositions S would have if they wouldn’t get tired,

drunk, distracted,would live long enough tohear theproblemandhad their brain stuffed

with extramatter to deal with the complex case in front of them, as well as their environ-

ment being optimal for their perceptual faculties, e.g. well-lit, quiet and not filled with

a dangerous gas, etc.

Kripke does not argue against ideal conditions in the context of the privilege argu-

ment, since he does not identify it explicitly, but his arguments against ceteris paribus-

clauses in general do apply here: If we appeal to what S would do under idealised con-

ditions, then our account will only work if that idealisation already includes a specifica-

tion that S will respond under those conditions according to what S meant. After all,

S would only respond with the sum, if S meant addition by ‘+’, and if S meant quad-

4



Preprint of a paper forthcoming in Synthese.

dition, then S would respond with the quum. If the dispositionalist were to insist that

things would come out right because S really meant addition, and not quaddition, they

would be begging the question against the sceptic.

The real problem, I believe, is however again the same as before. Here is Kripke:

Such a counterfactual conditional [i.e. aboutwhatSwoulddo] is true enough,

but it is of no help against the sceptic. It presupposes a prior notion of my

having an intention to mean one function rather than another by ‘+’. It is

in virtue of a fact of this kind about me that the conditional is true. But of

course the sceptic is challenging the existence of just such a fact; his chal-

lenge must be met by specifying its nature. (Kripke 1982, p.28. Emphasis

mine.)

For Kripke, the problem with the dispositionalist appeal to idealised conditions is that

it implicitly makes use of a notion that in turn requires semantic content, the speaker’s

intention: If there is a problem with what the speaker meant, there will likewise be a

problem with what they intended.

However, just as before, we can weaken the problem and get rid of intentions: Sup-

pose for example that community accounts of meaning are true and that S is a part of

a community where there is widespread agreement that giving an answer according to

addition is correct. In this case, we would have no problem declaring one answer that

S gives correct and all the others incorrect, and thus if S meant what their fellow speak-

ers mean by ‘+’, S would give the answer according to addition. Ideal conditions thus

suffer from a similar defect as we saw before, namely that the dispositionalist has taken

for granted that there is a norm of correctness and not specified how such a norm is

constituted.3

3. I do not mean to endorse community accounts of meaning here. I’m merely using them for illustra-
tive purposes—to show that by assuming a norm of correctness which is independent of S’s dispositions,
we can give a coherent reply to the problem. It is precisely this possibility which is closed off to the semantic
dispositionalist.

Elsewhere, however, I do defend a communitarian solution (see Berg 2022 and Berg, In manuscript).
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Finally, we might try to focus on ‘standard’ conditions, which are, like ideal condi-

tions in that we take them to be those conditions under which nothing interferes with

S’s cognitive function, and so on, but they not given in terms of a counterfactual, but

some kind of story that is meant to single out these conditions non-circularly, perhaps

by an appeal to human biology or evolution. Taking this route seems more promising,

since it is not as obviously circular as the other two.

For the rest of the paper, I will be concerned with demonstrating the problems with

this kindof approach. Iwill takeWarren’s account as a representative, since having some-

thing concrete to focus on will make exposition easier. This should not lead to any loss

of generality, even in cases where I criticise the specifics of Warren’s account, since, as

Guardo puts in his paper, “the current state of the debate on dispositionalism can prac-

tically be seen through the lens of Warren’s discussion” (Guardo 2022). Some of what I

have to say, however, will be applicable to dispositionalist accounts of semantic content

more broadly, and not just those that end up appealing to standard conditions.

II Warren’s ‘standard’ dispositionalist account

In this section, I will give a quick overview of Warren’s account and how he responds

to to the problem of error, one of Kripke’s main complaints against dispositionalist ac-

counts of semantic content.

The problem of error To be brief, the problem of error is as follows: Any account

of meaning must make room for the possibility that S might make mistakes; to explain

why S’s disposition to incorrectly add isn’t simply a disposition to correctly quadd. Any

purported mistake must not merely signal a change in meaning.4 To solve this prob-

lem,Warren tries to appeal to standard conditions, however in quite a complex manner,

involving three different conditions, meant to “screen out” different kinds of errors.

4. See e.g. Wikforss 2001, p. 208–9 for discussion.

6



Preprint of a paper forthcoming in Synthese.

Warren starts off by defining a situation as (1) normal iff no internal or external fac-

tors are interfering with S’s general cognitive functioning. Despite this being only the

first ofWarren’s conditions, onemight think, right here at the outset, that taking the no-

tion of “interference” with S’s cognitive faculties for granted begs the question against

the sceptic. For example, S would presumably have a different set of dispositions in the

presence of oxygen, than in its absence. We wouldn’t want to say that oxygen is thereby

interferingwith S’s cognitive faculties, in which case we seem to come dangerously close

to have implicitly defined normal situations as those situations in which S is an adder,

since we then need a prior understanding of which factors interfere, and which not.

In order to stave off charges of circularity, however, Warren appeals to the “causal-

historical situations in which Ludwig’s [i.e. our S’s] general cognitive mechanisms were

evolving and developing” (Warren 2020, p. 30f) and so, the fact that S’s species has

evolved in an oxygen-rich environment would allow us to explain why we can deny that

oxygen interferes, andmutatis mutandis for other factors. I am not sure how persuasive

one should find this line of thought, however, but I will not press the point here.5

Next, Warren defines S’s dispositions to φ as (2) general iff in the overwhelming

number of situations in some class of situations C, S φs.6 The point of this definition,

however, is to account for the fact that it is unlikely that S would give the very same

answer in every situation where they are asked about a given sum—S might be tired,

sick, etc, and so sometimes give the sum and sometimes another answer. For this reason,

Warren weakens the requirement and only requires that S gives the same answer in the

overwhelming number of situations of a given classC—and not in all such situations, as

one might first assume.

This is promising, but there is a problem. Is it really so clear what counts as a class

5. Here, Warren has teleosemantic and related accounts of content in mind, e.g. Millikan 1984, 1989,
Dretske 1994, and to some extent Dennett 1981.

I don’t take Warren to mean that his account is itself teleosemantic, but rather that the semantic dispo-
sitionalist can use the resources of telosemantics to explain why some conditions are standard and some are
not.

6. Actually ‘M-general’ but this is a complication we need not bother with.
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of situations C? Warren seems to assume, for example, that every time S gives a reply to

a question of the form ‘n+m’, S is giving an answer to the same kind of problem, and

so that these form a class. But as the familiar notion of synonymy shows, this is not so

clear at all. It could be, for example, that sometimes when S is using the symbol ‘bank’,

S is referring to a financial institution, and sometimes the land along a river or a lake.

The sceptic could then ask what fact about S makes it the case that when S is using the

symbol ‘+’ today it belongs to the same class of situations as when S is used the symbol

‘+’ yesterday?

Itwould take some care to distinguish these caseswithout referring to theirmeaning,

and it is unclear tomehowWarren could respond, since his formulationof the condition

refers to the form of question being asked, but as the sceptical problem makes clear, we

could divide S’s use of ‘+’ up in such a way that Smeans quaddition by ‘+’ in some cases

wherewe’dwant the verdict to be addition. To see this, recall thatWarren’s purposewith

this condition is to allowus to identifymistakes: if S only occasionally answers according

to quaddition when adding 68 + 57, then we can refer to this condition to explain why

those answers should not show that S meant quaddition–after all, in the overwhelming

number of cases when computing this sum, S answers according to addition, and hence,

Warren wants to say, S was making a mistake.

The sceptic can nevertheless still askwhy S isn’t computing according to quaddition

when S gives the answer according to quaddition and addition when S answers accord-

ing to addition? After all, S can sometimes use the term ‘bank’ to refer to a river bank

and sometimes to a financial institution. If we would focus on the mere form of the ex-

pression, there could be a case where S, who only rarely speaks of the land along a river

or a lake, could simply never speak of river banks, since their overwhelming use regard-

ing that symbol refers to financial institutions. That cannot be, and so there should be

a way of dividing S’s use up in such a way that S uses ‘bank1’ in overwhelming number

of cases to refer to a river bank and ‘bank2’ in overwhelming number of cases to refer to
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a financial institution (where the subscript is supressed in actual use).

But what fact about S determines that they are not in this situation with regards

to ‘+’? S’s answer according to quaddition could thus not be ruled out as a mistake,

because S’s use of the term ‘+’ could be divided up or gerrymandered in such a way that

precisely that case was an example of quaddition, and not addition, analogously to the

example of ‘bank’. One difficulty that should be noted is that an answer to this problem

must be able to generalise to the symbol ‘bank’, too (i.e. even if we could explain why ‘+’

can’t refer to two functions, depending on S’s meaning, then we’d still have to explain

the difference where the symbol can).

One could object and say that in cases of ambiguities, we would see two distinct sets

of stable dispositions, say one for river banks and one for financial institutions, but in

the cases of error, we would not see any such stable regularity; sometimes S subtracts 1

and sometimes they add 5, etc.

The problem with this reply is twofold, I believe: First of all, since Warren defines

the condition in terms of classes of situations in which S makes their utterances, there is

still a problemwith deciding which set of dispositions a given utterance belongs to, even

if S had two sets of stable dispositions. Suppose for example that S utters the statement

“The shop is next to the bank”. Was this a mistaken claim that the shop is next to the

financial institution or an utterance of the truth that it is next to the river bank? That S

has two sets of stable dispositions does not help, because S can make a mistake relative

to both of them, andWarren hasn’t told us how to distinguish these two cases.

Second, there is awell-defined function that corresponds to any one-offmistake, and

so it should be possible for S to refer to that particular funtion instead of addition. But

if S overwhelmingly utters ‘2+2=4’ and only once utters ‘2+2=9’, Warren’s condition

means that it is impossible for S to use the symbol ‘+’ to refer to the function that takes

2 and 2 as inputs and outputs 9. But surely S can do that?

This brings us to the last of Warren’s conditions. He defines (3) a judgement α to
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be stable iff the ratio of non-α answers approaches zero as S’s number of independent

attempts to give a judgement increases. According to these definitions, Warren then

stipulates that S means ‘addition’ by ‘+’ iff S has the disposition to answer with the sum

and those dispositions are general and stable over normal situations. I will refer to this

as S being in standard conditions, or S’s dispositions being standard.

Before moving on to more general problems with Warren’s account, I want to raise

a rather serious problem with his stability condition, namely this: We can re-run a tem-

poral analogue of Krikpe’s tabair example on S’s successive tries:7 In their hypothetical

attempts to calculate the sum, S makes an attempt at some time t0, and again at t1, t2,

and so on up to tn, for some number of tries n. Now further stipulate that as n grows,

the ratio of S’s answers that do not correspond to addition approaches zero. In this cir-

cumstance, Warren’s stability condition is met.

Even so, the sceptic can still ask, what fact about S constitutes S adding at each step,

and not temporally quadding, where temporally quadding is to quadd at every tn where

n is prime, but adding otherwise? Warren cannot appeal to the fact that S’s dispositions

are only stable for addition, and not temporal quaddition, because S’s answers that do

not fitwith temporal quaddition are also approaching zerowith each successive try, since

the average space between the primes approaches infinity as S goes along. Thus, the

stability condition does not weed out every deviant function in the way intended.8

One might think that Warren could simply fall back on his other conditions, but

unfortunately, we can do the same thing for the condition of generality. The thought is

this: In order for S to have a general disposition to add, S must give an answer according

to addition in an overwhelming number of cases in some class of situations C. These

answers can in principle be ordered temporally, just as we did before. And if that is the

7. This is the problem of explaining why S’s means table by his use of the word ‘table’ when S finds
himself directly beneath the Eifel Tower instead of tabair where tabair is ....

My objection to Warren’s stability condition is inspired by a similar, but more general, temporal argu-
ment made by Guardo 2023.

8. One might think that this requirement is too strong. For this point, see below.
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case, thenWarren’s condition of generality is also fulfilled by temporal quaddition: If S

gives a reply according to addition in the overwhelming number of situations in some

class of situations C, then S also gives a reply according to temporal quaddition in the

overwhelming number of of situations ofC—after all, temporal quaddition agrees with

addition in the overwhelming number of cases.9

III Problems for standard dispositionalist accounts

Theproblems just outlined forWarren’s three conditions are peculiar to his account, and

not standarddispositionalist accounts in general—although I do think theydemonstrate

the difficulty in finding the right conditions on dispositions and may be enough to sink

Warren’s account. In this section, I will discuss problems that do generalise, however;

problems that should be difficult for any standard dispositionalist account of semantic

meaning to solve. These problems point to, as I hope to show, a deeper problem with

semantic dispositionalism, namely that it confuses performance with correctness, just as

Kripke originally claimed.

Now, suppose S sees some cows standing in a field on a dark and foggy night.10

Because S’s perceptual faculties are as they are, S is actually disposed to call the cows

‘horses’—and thus get things wrong. What should the standard dispositionalist say?

Here is Warren, discussing a different, but analogous case:

So when Ludwig slips up and forgets to carry the “1” in the 17th step of

an addition problem, he is making a mistake in computing the sum, rather

than correctly computing the quum, because he has a stable, M-general

disposition to carry the “1” in the 17th step of this problem in normal situ-

ations. (Warren 2020, p. 17)

9. There is a quibble here: The classes under consideration are infinite, and so it is not clear what it
means to count the cases. Warren avoids this by giving a statistical interpretation of ‘overwhelming’.
10. This example is based on Boghossian’s well-known horsey cow case, which in his hands is meant to

demonstrate a problem for community accounts of semantic content (see Boghossian 1989).
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But by stipulation, S isnot in a normal situation—they are out on a dark and foggynight.

In this passage, Warren seems to say that what S means on such an occasion is de-

termined by what S would say if S were in a normal situation. But this won’t do, since

saying that S means in non-normal situations what S would mean if S were in normal

situations would just reduce dispositions in standard conditions to dispositions in ideal

conditions, and hence, as we’ve already seen, make the account circular. MaybeWarren

has a different way to respond than merely insisting that what S means in non-normal

situations is determined S’s dispositions in normal situations, but I can’t see it—locating

themeaning-determining dispositions in normal situationswill always have the problem

of explaining what we mean in non-normal situations.

That may be wrong, but again, this is not the crux of the matter. In general, we

should be able to explain mistakes that are not simply linguistic in nature. It is, after all,

possible to use a word correctly, while still misapplying it. If S means to say that those

cows over there are horses, because S really thought that theywere horses, then S has not

made a mistake concerning the meaning of words, but about what they saw: relative to

S’s intention of using the word, S was correct.

Theworry I’mpressing here is that it seems impossible to fill this gapwithmore con-

ditions on dispositions, since we seem to need to explain two distinct kinds of mistakes:

how S can intend to use a word in a specific way, on the one hand, and what makes a

given application correct, on the other. For the dispositionalist, recall, S means cow iff S

is disposed to apply ‘cow’ to cows, and so, the dispositonalist account does not seem to

have anything to say about the former kind, even if it could explain the latter.

Empty predicates This problemcanperhaps be brought out better by imagining that

unbeknownst to S, the extension of the predicate they are applying is in fact empty. Sup-

pose for example that S’s friend has described to them a horse-like creature, with one

horn and typically white, called ‘unicorn’. S then sees some white horses in the distance
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and forms the belief that they are seeing some unicorns. This is incorrect, as they are

horses, but S nevertheless meant unicorn by their use of the term ‘unicorn’—and cor-

rectly so. After all, they thought they had seen what their friend had described and that

was unicorns.

In this case, however, we cannot explain their meaning by them applying the term

‘unicorn’ to unicorns and only to unicorns, or by them saying of unicorns and only of

unicorns that they are unicorns—after all, there are no unicorns.

This is merely meant to draw out the problem I was describing above, namely the

possibility of correct use with incorrect application, but nevertheless points to, I believe,

a general problem with dispositionalism, that it cannot explain the meaning of empty

predicates. I may, after all, use the term ‘unicorn’ correctly and even apply it to pictures

of unicorns, descriptions, etc. Nevertheless, it is simply false that Imean unicorn by ‘uni-

corn’ because I apply the term ‘unicorn’ only to unicorns, or because I say of unicorns

and only unicorns that they are ‘unicorns’—at best that would entail that I mean the

same thing by any empty predicate.11

The dispositionalist might try to object by saying that we shouldn’t say that I mean

φ by ‘φ’ iff I apply ‘φ’ to φs and only φs after all, but because I am disposed to use the

term φ correctly. Such a reply, however, would explicitly assume a standard of correct-

ness, indepdendent of S’s dispositions, and thus the account would not even purport to

explain semantic content at all.

Correct use vs. correct application But just as S should be able to use a word cor-

rectly, but nevertheless apply it incorrectly, S should be able to use a word incorrectly,

but apply it correctly—for example, if S thinks that ‘cow’ means horse and mistakenly,

relative to their own intention, calls some cows ‘cows’. This is a correct application, but

11. In a way, then, I’m making a distinction between sense and reference, and arguing that disposition-
alism is impotent with regards to the former. It is unclear to me how other accounts would fare on the
problem of empty predicates, but I do believe it shows that we cannot focus on application—correct use
must come first in the order of explanation.
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S is nevertheless using the word incorrectly, since they think it means horse.12 Here, we

do not even need to posit that S is in non-normal conditions, as this could occur on a

clear and sunny day. But how can the semantic dispositionalist explain this? After all,

for them, if S is disposed to call cows ‘cows’, then S means cow by ‘cow’—by stipulation,

however, S means horse by ‘cow’. Again, an appeal to some norm of correctness seems

to be needed, other than just S’s dispositions.

It is possible to give yet another objection, again without supposing that S is in non-

standard conditions. Recall, that Warren claims that S’s mistake in following an algo-

rithm is explained by S’s dispositions in standard conditions. It seems to follow, how-

ever, that there are cases where S cannot make a mistake in standard conditions. Sup-

pose, for example, that S, like Putnam, isn’t quite clear about how elms are different

from beeches.13 S might then consistently call both elms and beeches, ‘elms’. In this

case, S would have a general disposition to say that both elms and beeches are ‘elms’. It

should be quite intuitive to say that S is making mistakes in these cases—that they are

not using the word correctly, even relative to their ownmeaning, since it does not follow

that by having these dispositions, S thinks that ‘elm’ means beech or elm. S might well

agree that elms and beeches are different, and that the word ‘elm’ only picks out one of

these things, and yet have the dispositions described.

But the standard dispositionalist cannot allow that S is making mistakes here, since

their account predicts that by the word ‘elm’, S means beech or elm. So, the standard

dispositionalist must allow that S thinks that ‘elm’ and ‘beech’ picks out two different

kinds of trees, but nevertheless means beech or elm by ‘elm’. This is maybe not a direct

contradiction, but an odd consequence nonetheless.

Similarly, we can also imagine that S consistently misapplies the words ‘elm’ and

‘beech’ in such a way that there is no discernible rule in how S uses the words: S might

12. For this distinction between correct ‘use’ and ‘application’, see Millar 2002.
13. This example is of course fromPutnam 1975. A similar case could be constructed using Burge’s arthri-

tis case (see Burge 1979).
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sometimes call elms ‘elms’ and sometimes ‘beeches’ and theymight sometimes call beeches

‘beeches’ and sometimes ‘elms’. In this case, there doesn’t seem to be any disposition

that S has such that S calls anything ‘elm’ or ‘beech’ in an overwhelming number of

situations in some relevant class of situations, as Warren’s definition of standard condi-

tions requires. Warren’s account would predict that S means nothing by his utterances

of ‘elm’ and ‘beech’—and that again seems wrong.

In both of these cases, S’s actual dispositions to use words can come apart from how

S means or intends to use a word—i.e. S has a disposition to apply the word in a certain

way, but use it in a different way. These kind of cases of course suggest that perhaps S’s

dispositions would be socially conditioned, and so there would be a way for S’s disposi-

tions to defer to themeaning of ‘elm’ and ‘beech’ that are prevalent in S’s speech commu-

nity (perhaps by S having a higher-order disposition to override his faulty ones).14 The

problemwith this sort of reply is not that it is necessarily false, but that it takes something

outside of the agent to provide a criterion of correctness for their use of symbols—and

that, I would think, throws out the semantic dispositionalism and leaves the problem of

how to explain the constitution of such a social standard.

The argument from normativity In the cases just considered, dispositionalist ac-

counts struggle to account for mistakes that result from S’s usage deviating from their

intention: either S means to say that the cows are horses, even though they are not, or S

means to say that some cows are ‘cows’, but thinks they are talking about horses, because

they thought ‘cow’means horse. Likewise, Smight be confused about elms and beeches,

without thereby having a non-standard meaning for those terms or meaning nothing at

all. This led to the thought that the semantic dispositionalist is missing a norm of cor-

rectness which is independent of S’s dispositions.

This objection to dispositionalist accounts of semantic content can perhaps better

be seen in relation to the following excerpt fromWarren’s paper:

14. In a endnote 34 of his book, Shadows of Syntax, Warren seems to allow for something like this.
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I do not claim that errors are impossible in normal situations. I admit that

some rogue interfering factors may have slipped through the net. It might

seem strange to say this, since a class of situations where error is impossi-

ble seemed the obvious goal, but that seems too much to hope. In fact,

Paul Boghossian has offered detailed arguments purporting to establish

that there is noway to finitely andnon-question beggingly single out a class

of situations in which all errors are impossible. (Warren 2020, p. 15)

As we can see, Warren takes the problem of error to be a problem of eliminating errors.

As the cases we’ve discused so far should show, the problem is rather to explain how

we can identify errors—explain why an error is an error, and not a correct reply, relative

to a different concept. If that is the correct way of viewing the problem,Warren’s admis-

sion that ‘rogue interfering factors may have slipped through the net’ is tantamount to

admitting that dispositionalist accounts can never solve the problem of error; to answer

the sceptic we need a fact about S that explains why S is adding, but making a mistake,

and not correctly quadding, and thus, any error that slips by one of Warren’s screens

would suffice for the sceptic to claim that there is no such fact.

The point can perhaps be better seen through the following scenario: Suppose all of

Warren’s conditions are fulfilled and that S has has been asked if those cows over there

are horses or not. How would we go about determining if S’s reply is metalingusticially

correct? That is to say, if S means horse by ‘cow’ and thinks those are cows, he would be,

in this sense, wrong to say that the animals are ‘cows’. Likewise, they are metalingusti-

cially correct if they mean cow by ‘horse’ and say that they are ‘horses’. The question is:

what determines if S’s utterance is correct, relative to what S means by their words?

Warren’s answer is that S’s dispositions in standard conditions determine what S

means, and since S is in standard conditions, what S is disposed to do determines what S

means. He has admitted, however, that a standard dispositionalist can never give a set of

conditions that rule out every mistake. But relative to what was the mistake a mistake,
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then? As we’ve seen, what counts as a mistake depends on what Smeant, and so, it can’t

be S’s dispositions that set this standard, because they are what determine S’s meaning,

and hence S cannotmake amistake if S has those very dispositions—they are, again, sup-

posed to be constitutive of S’s meaning. By allowing that no set of conditions on dispo-

sitions can identify every mistake, Warren admits that there is a standard of correctness,

indepdendent of S’s dispositions, but the very notion of a semantic mistake depends on

what Smeans, and so, on a dispositionalist account ofmeaning, what dispositions S has.

But if dispositions cannot set this standard, it follows that dispositionalist accounts of

meaning are false.

The other option, that S simply cannot make mistakes in standard conditions also

seems hard to swallow—and the reasons for this are of course the very ones that move

Warren to admit that no condition could ever rule out every mistake. One such reason,

mentioned by Boghossian, is that all kinds of background beliefs might influence S’s

belief about what they are seeing (Boghossian 1989, p. 539–540). Smight for example see

a horse in the distance and think that it is a cow because S thinks that this is how cows look

like. In this case, Swouldpresumably have a disposition that fullfilsWarren’s conditions,

and so, mean horse or cow by ‘cow’.

One way of responding might be to require that S’s dispositions only count if they

are such that S would not change their mind if they received more information.15 But

this seems problematic, because if S’s dispositions entail that they meant horse or cow

by ‘cow’, and so, that S was correct in their judgement, then there would be something

irrational about S later changing their mind about the case, for example, by learning

how cows actually look like. After all, they would be learning how cows look like, not

how cows or horses look like. S should therefore only accept the correction, if theymeant

15. There are accounts in the literature that make a similar move, e.g. Johnson and Nado (2014, 2016,
2017).

For Johnson and Nado, S means red by ‘red’ iff S would be disposed to apply ‘red to red things, if S had
all the relevant information. Relevant information, given Boghossian’s point about dispositions and belief,
seems to presuppose semantic content. For further criticism and discussion, see Andow 2016 and Nyquist
2020.
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cow by ‘cow’ all along, and their dispositions have already settled this, according to the

dispositionalist—they meant cow or horse.

Theprospects of finding conditions ondispositions that can rule out every error thus

seem dim, just asWarren admits. But his response suggests that he thinks of the sceptical

problem as onewherewemust account for how a speaker can track pre-existing semantic

facts, rather than as a challenge to explain how such facts are constituted in the first place.

And this way of thinking does not seem unique toWarren, but a general assumption of

dispositionalist accounts of meaning.

My complaint against semantic dispositionalism thus boils down to the claim that

such a view does not explain how semantic norms get constituted, but rather takes them

for granted. This is an argument from normativity, even if it is not Kripke’s (or rather,

not obviously so). I do not claim that the dispositionalist is wrong becausemeanings im-

ply that S ought to do something, but rather because meanings imply that some things

are correct and some things are incorrect—establishing norms, and that semantic dispo-

sitionalists cannot, by the very nature of their account, explain how such a norm could

be constituted independently of the dispositions of the speaker, as the examples above

suggest they need to be able to do.

IV Conclusion

In this paper, I’ve offered a criticism of standard dispositionalist accounts of meaning,

focusing on a recent account by Jared Warren. I’ve argued, through a number of exam-

ples, that a speakers intention of using a word and their actual disposition of how to

use it can come apart. These cases suggest that some standard of correctness for the use

and application of words, independent of a speakers dispositions, is necessary in order

to account for semantic content.

I’ve further diagnosed this problem as dispositionalists misconceiving the problem,

of one where a speaker must track pre-existing semantic facts, rather than explaining
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how such facts are constituted in the first place. If that’s right, the prospects for a pure

dispositionalist account of semantic content should be considered quite poor.
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