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“It is not only agreement in definitions, but also (odd as

it may sound) agreement in judgements that is required

for communication by means of language. This seems to

abolish logic, but does not do so.”

Philosophical Investigations, §242

Kripke’s interpretation of Wittgenstein’s remarks on rule-following notoriously devel-

ops a sceptical argument against the possibility of semantic content. One possible re-

sponse to the sceptical challenge raised by Kripke is the suggestion that the community

is the background againstwhichwe ought to judge a speaker’s utterances—that “correct-

ness consists in agreement with one’s fellows”.1 Themotivation behind such communi-

tarian views about meaning is, among other things, that since we cannot specify a set of

dispositions that can allow for an individual speaker to be mistaken in their utterances,

wemight instead judgewhat they say in the context of a speech community,maintaining

that an analogous question would not arise for the community; that whatever the com-

munity is disposed to judge, under the right circumstances, is what its speakers mean.

Such communitarian views about meaning have been almost universally rejected,

however, with very good reason. We might, for example, think that (1) if it is reasonable

1. See Boghossian 1989, p. 534 for this turn of phrase.
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to suppose that a speaker can gowrong in their particular judgements concerning a given

predicate, there is nothing incoherent in thinking that a community as a whole might

similarly go off track. After all, if we think that I can be wrong in thinking that the

grazing animals I see over there are cows, we should think that we all can be similarly

wrong. Likewise, (2) communitarian views seem to struggle with getting the extension

of our predicates right—if I’m likely to judge that those cows over there are horses, my

fellows are equally likely to do so, in which case a communitarian will predict that for

us, ‘horse’ means cow or horse.2

In this paper, I further develop a game-theoretic solution to the rule-following para-

dox, first presented in an earlier paper of mine (Berg 2022) and argue that the resulting

communitarian solution is able to respond to the kinds of arguments canvassed above,

and some besides—and further that such a game-theoretic account of semantic content

is no threat to the objectivity of our linguistic practices, a worry which arguably lies be-

hind the widespread rejection of such views, independent of specific arguments to that

effect, such as the two just mentioned.

Along the way, I respond to a recent argument, structurally similar to (2), due to

Andrea Guardo—the so-called privilege argument (see Guardo 2022).

I Basic constitutive practices

For the rest of the paper, I will argue that the semantic content of a given symbol F is

determined by the game-theoretic equilibrium of what I will call the basic constitutive

practice of using F. This equilibrium is determined by the dispositions to judgement of

every agent taking part in the practice, and as such, the account is in essence a commu-

nitarian account of meaning whereby the correctness is defined by agreement with that

equilibrium.

2. I will refer to (1) as the community problem of error and (2) as the ‘horsey cow’ case. The latter is due
to Boghossian 1989.
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In the first part of the paper, I will give an overview of basic constitutive practices

and explain how they can be used to solve the rule-following paradox. The first part of

this section follows Berg 2022 quite closely and thus covers much ground already trod,

but is necessary to orient the reader before moving on to how the account can respond

to the arguments I am interested in here, namely objections to communitarian accounts

and their purported lack of objectivity. In order to save space, I must also refer to that

paper for a detailed discussion of how I conceive of the problem.

In a nutshell, however, my focus in giving this account is to show how basic consti-

tutive practices can provide correctness conditions for semantic content for indefinitely

many cases, all thewhile ruling out deviant interpretations ofwhat a given agent Smight

mean. As such, I do not really conceive of it as a problem about rule-following per se, but

rather about the determination of meaning or content by finite means: How is is pos-

sible that S means addition by ‘+’ if any fact about S seems consistent with S meaning

some deviant function we can call quaddition?

In order to make exposition easier, I will start by briefly mentioning the three main

objections to communitarian accounts I will be concerned with giving a reply to, before

moving on to giving my own account.

Problems for communitarian accounts Thefirst problem (1) Iwill consider is essen-

tially a re-statement of the rule-following paradox at the level of the community, instead

of the individual. After all, just like an individual agent, the community has only calcu-

lated finitely many sums, and so if there is question about what determines correctness

for the individual, there is a similar question for the community. A communitarian can

thus readily explain what it is for an agent to make a mistake (it would be to fail to do

what the community does) but has no such recourse in the case of the community itself.
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Such accounts have thus only shifted the problem up a level, instead of solving it.3 I will

refer to this as “the community problem of error”.

The second (2) is Boghossian’s ‘horsey cow case’.4 Boghossian points out that if

agents are likely to make systematic mistakes in their judgments, communitarian ac-

counts cannot get the extension of our predicates right. For example, I might be dis-

posed to call horses ‘horses’, but at the same time, also be disposed to confuse themwith

cows on dark and foggy nights. These kinds of mistakes are systematic and arise because

of features that every agent’s perceptual faculties have (we are all liable to see badly in

the dark) and will therefore contaminate upwards into the community’s determination

of meaning: if every agent has a certain disposition to judgement, for example, to judge

that a cow in low lighting conditions is a horse, their practice should determine a concept

where that is in fact correct, and so, there is no possibility of the community making a

mistake of this kind. The communitarian is therefore forced to admit that ‘horse’ really

means horse or cow, and not merely horse.

The third (3) problem I will address has not, as far as I know, been discussed in the

literature before, even though it is related to both of the other two problems. This is

what I will call “the logical problem of error”. The problem is this: if single agent can

make a mistake, it should be logically possible that every agent makes a mistake. We can

all be wrong, after all, and consensus does not entail correctness. Prima facie, however,

onemight think, that this is impossible: if every agentmakes the samemistake, then that

would be correct, according to communitarian accounts of meaning, and hence, there

was no mistake, merely a shift in meaning. A communitarian account would therefore

predict that it is in fact logically impossible that every agent makes a mistake and con-

sensus would, contra common sense, entail correctness.

3. Examples of community accounts vulnerable to this objectionwould be e.g.Wright 1980 andHauge-
land 1998.

4. See Boghossian 1989, p. 536.

4



As we will see later, a solution to (1) does not entail a solution to (3), and so, these

problems are distinct.

Basic constitutive practices, supergames and equilibrium paths

Now, the distinction between regulative rules and constitutive rules is a familiar one.5

OnSearle’s account of this distinction, constitutive rules are rules that “create and define

new forms of behaviour” (Searle 1969, p. 33). The rules of chess, to take the canonical

example, make it possible to play chess, since without the rules, there is no such thing

as playing chess and no such thing as the particular moves of chess. The rules, we could

say, constitute the game. We could also, following Rawls, say that the rules provide the

‘stagesetting’ by which we can evaluate a given action as a move in chess (Rawls 1955).

Consequently, I will say that P is a constitutive practice if it is only possible to say

what it is to take part in P by referring to some kind of stagesetting that defines what P

is. According to this definition, chess is a constitutive practice, because the rules serve

as the stagesetting that defines chess. I will further define a basic constitutive practice as a

constitutive practice which does not require some other constitutive practice to serve as its

stagesetting.

However, since rules are among the thing to be explained, I will not require that

stagesetting come in the form of rules.6 Instead, the game-theoretic structure of basic

constitutive practices will serve as their own stagesetting, allowing us to evaluate actions

relative to this structure.

Now consider the following coordination game due to Lewis (1969). Two agents,R

and C, want to meet, but do not care where. The best place to go for each of them is to

gowhere the other goes: it is best forR to gowhereC goes, and best forC to gowhereR

goes. Now suppose they have a selection of three different places and that they receive a

positive pay-off if and only if theymeet. We can then represent all possible combinations

5. See e.g.Glüer and Pagin 1999 and Reiland 2020 for discussion.
6. I will not, however, discuss rules as such in this paper very much.
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of meeting places by the matrix in Figure 1. The first number in the ordered pairs repre-

C1 C2 C3

R1 (1, 1) (0, 0) (0, 0)

R2 (0, 0) (1, 1) (0, 0)

R3 (0, 0) (0, 0) (1, 1)

Figure 1: Meeting game

sents the pay-off for R, and the second that of C. We will say that a coordination game

is in equilibrium if no agent would unilaterally change their move and receive a higher

pay-off. The equilibrium therefore represents a state where no agent would do anything

other than they in fact did, given what the others have done. In the case of the meeting

game, we see immediately that the equilibrium lies on the diagonal.

IfR and C keep meeting regularly, we can define a sequence of such meeting games

(Γt) = Γ1,Γ2, . . .

I will refer to such a sequence as a supergame and the index t as a period. Now suppose

the agents adopt the following strategy:

fi: If we haven’t met, choose an arbitrary place, otherwise go to the last place wemet.

The strategy system f = (fR, fC) is an equilibrium of the supergame Γ, since neither

R nor C could get a higher pay-off if they deviated from fi.7

It is important to note that when the agents choose a strategy for such a supergame,

they are not thereby choosing a particular rule or regularity that fixes what their individ-

ual actionswill be. It could happen, for example, that bothR andC arbitrarily choose to

go to 1 in the first period, and thus, according to fi always go to 1 afterwards. It may also

be that they do not manage to coordinate in the first period, in which case, they make

7. This game-theoretic framework is based on work by Peter Vanderschraaf (2018).
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another arbitrary choice in the next, and so on. The choice is fixed, however, after they

meet for the first time, but not at the time of strategy selection. The strategy does not,

in other words, determine what any particular action will be.8

The actual actions taken at a given period t I will refer to as an act profile st of t.

If we select an act profile which is in equilibrium from each period t of (Γt), such a

sequence is called an equilibrium path of (Γt). As we just saw, the strategy system f is

compatible with many different ways of being in equilibrium and so, defines infinitely

many equilibrium paths through (Γt).

The point of this definition is to give us a way to refer to all the different ways a

strategy can be manifested in practice—for example, the sequence of act profiles where

R and C always go to 1 is one equilibrium path, as well as the sequence where R goes to

2 in the first period and C to 3, and then they both go to 1 in every period afterwards.

The basic constitutive practice of adding

At the basis of my account are two claims about meaning. The first (i) is that meaning is

a social phenomenon; the second (ii) that the way we learn and acquire concepts is con-

stitutive of those very concepts. Basic constitutive practices are meant to cash out these

claims in a way that makes them plausible and able to fend off well-known objections to

(i).

My objective in this section is to use the definitions from above to define a basic

constitutive practice for the use of a given term. I will follow convention and start off by

using ‘+’ as my example, even if the idea is meant to generalise.

I will define the correctness conditions for the use of the symbol ‘+’ by building

up the basic constitutive practice of using it in terms of coordination problems like the

8. When we go on to develop the idea of a basic constitutive practice, it is important that they have two
properties: (1) that the content of the regularity is not specified in advance, and (2) that the agents are not
required to grasp the content of the strategy they follow. In both cases, wewould be presupposing semantic
content, and consequently, the accountwould be circular. Themeeting game has the first property, but not
the second.

7



meeting game. The idea is that the practice of using the symbol in the language has this

structure in basic cases and that this structure can serve as the stagesetting by which we

can evaluate an agent’s actions against. Wewill say that an action counts, for example, as

a correct use of the term ‘+’ if it lies on the equilibrium of the basic constitutive practice

of using that term. In this way, basic constitutive practices can define their own correctness

conditions.

We will make a number of assumptions about the agents. First off, we will suppose

that the agents go through a process of linguistic acquisition—by which I mean any

stimulus from the environment and others agents that shapes the agent’s dispositions

to judge that a certain object falls under a given concept or that a calculation should be

continued in a particular way. For simplification, I will refer to this process as the agent’s

training, even if explicit training and instruction only forms a small part of the process.

We will also, in order to keep things simple, assume that this process takes the form of

a finite series of interactions with a set of exemplars of the concept they are acquiring.

For example, S will have been shown a number of examples of the colour ‘blue’ and is

then expected to identify blue things in novel cases.9 Defining correctness conditions for

the use of a given term, for indefinitely many cases, is therefore equivalent to defining

a sameness relation from the exemplars of that term to novel cases—what counts as the

same.

Wewill also assume that the agents are so endowed that their dispositions are shaped

in similar (but not necessarily identical) ways as they go through this process, which we

do not need to suppose ever ends. For example, we can suppose that an agent is inducted

into the practice of using the term ‘+’ by being shown examples and having certain tech-

niques explained, or maybe in the case of ‘red’, by being shown red objects, and that

9. In posing the problem like this, I’ve been influenced by Bloor 1997, pp. 9–14 and Kusch 2002, pp.
202-203.
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consequently, the dispositions of the agentwill be sufficiently similar to that of the other

agents in how they react to new cases.10

Finally, we assume that the agents follow the strategy of judging what they are dis-

posed to judge in a given case, or alternatively, of giving the reply they are disposed to

give. We do not assume that the agents prefer to do so, since preference is an intentional

state, and thus already has semantic content, but merely that they do so act.

Note that at this stage I do not suppose that ‘judging’ is an intentional act, i.e. I do

not suppose that what I am calling ‘judgements’ here have semantic content; merely that

the agents give certain replies, for example, that they write down the string ‘125’ or utter

the word ‘blue’ under the right circumstances. I will revisit this point below.

The simplified ‘+’ game The basic building block of the basic constitutive practice

of using the term ‘+’ is what we will call the “simplified ‘+’ game”. The game is played

by two players who are asked a question of the form ‘What is 57 + 68?’. The players can

give one of two answers, ‘5’ and ‘125’. We will assume that the game is repeated indefi-

nitely and that the pay-offs for the possible moves are described by the matrix in Figure

2. Because we assume that the game can be repeated indefinitely, it is a supergame of the

‘5’ ‘125’

‘5’ 1, 1 0, 0

‘125’ 0, 0 1, 1

Figure 2: Simplified ‘+’ game for two agents

form (Γ) = Γ1,Γ2 . . . where each period stands for different occasions of use for the

symbol ‘+’ when it occurs in this form. We’ve therefore defined a coordination game for

each instance of the question 57 + 68 being posed—when I calculate the sum on June

17, 2044 at 12:00:01, for example, there’s a game for that, and so on for every possible in-

10. There is a worry that my use of similar is begging the question against the sceptic. A similar concern
might be raised for the notion of ‘pay-off’. I address these concerns in Berg 2022) and hope to elaborate on
them elsewhere.
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stance. The point of the second-order equilibriumpath is not just to have enough games

to cover each sum, but each instance of the symbol being used, too.

Since we assume that the agents follow the strategy of replying with what they judge

to be the correct answers and that their dispositions to judgement are very similar, only

one equilibrium path will be selected through the simplified ‘+’ game—and because the

agents acquire their dispositions through similar training, their choice of strategy is not

probabilistically independent and thus the equilibrium is a correlated equilibrium.11

The generalised ‘+’ game We can now generalise the simplified ‘+’ game by allow-

ing indefinitely many agents to take part, in line with our definitions above, as well as

allowing them any reply. We can also define a generalised ‘+’ game for any n andm by

replacing the concrete numbers in the example above by any number. We then have a

sequence of generalised ‘+’ games of the form

(Γ)+ = (Γt)1, (Γt)2, . . .

where each supergame in the sequence is indexed by period t, and is therefore repeated

indefinitelymany times. This sequence is thus an infinitely long sequenceof supergames,

each of which consists of games that are repeated indefinitely many times.

Here we make a key move. Notice that if we select one equilibrium path from each

supergame in the sequence, that selection corresponds to one possible interpretation of

‘+’. In particular, the selection where the agents give an answer corresponding to addi-

tion represents addition. We can likewisemake a selection corresponding to quaddition,

if we chose the paths corresponding to addition for every generalised ‘+’ game up to

n = 57 and the equilibrium path given by st = {(‘5’, ‘5’, . . .)} in any game that comes

after. I will refer to any such selection as a second-order equilibrium path through (Γ)+.

11. This solution concept was first studied by Aumann (1974, 1987) and is more general than the more
famous Nash equilibrium. See also Vanderschraaf 1995, 1998, 2018 and Gintis 2009.
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We now have the stagesetting we require, since we can evaluate a given utterance in

the basic constitutive practice of using the term ‘+’ as correct if it falls on the second-

order equilibrium path of that practice. This gives us an answer to Kripke’s sceptic: S

means addition by their use of the symbol ‘+’ and not quaddition because S is taking

part in a basic constitutive practice of using the symbol ‘+’ where only the answers that

correspond to addition lie on the second-order equilibrium path of that practice. The

sceptic cannotmake the further move of asking whatmakes it the case that S’s utterance

takes place in the context of an addition practice and not the one that corresponds to

quaddition, because such a practice is not actual—i.e. given the dispositions of S and

the other agents only the second-order equilibrium path of addition will be selected. It

is the structure of the practice itself that provides the stagesetting and there simply is no

quaddition practice.

Given the game-theoretic machinery then, a basic constitutive practice will provide

correctness conditions for any case that the agent’s dispositions settle, as soon as those

dispositions are fixed.

The problem of finitude The aim of this paper is to argue that by appealing to basic

constitutive practices, one can give a community solution to the paradox that can solve

common problems for such solutions, as well as preserving objectivity. As we’ve just

seen, dispositions play an important role in the definition of such practices, and so, such

a solution would be a non-starter if it cannot answer more general problems for such

accounts that have been raised in the literature. Three of themost prominentwere raised

by Kripke already, namely (a) the argument from normativity, (b) finitude and (c) error.

Beforemoving on to the problems facing community solutions, I will briefly address the

last two of these.12

12. In general, I adopt a very weak understanding of normativity, and side with the so-called anti-
normativists (see e.g. Hattiangadi 2006, Hattiangadi 2007 or Wikforss 2001) and accordingly understand
the argument as a challenge to provide correctness conditions for the use of terms (see e.g. Glüer and Pagin
1999, Hattiangadi 2006 or Verheggen 2011). And so, I am not side-stepping the issue, since that is what this
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Theproblemoffinitude is the objection todispositionalist accounts ofmeaning that

the requirements of meaning are infinite, but S only has the disposition to give a reply

to an addition problem when the numbers are small enough (see Kripke 1982, pp. 26–

28). One might then think that the stagesetting provided by basic constitutive practices

is not sufficient to settle indefinitely many cases as soon as the dispositions of the agents

are fixed, as it is doubtful that they can have the disposition to give a reply for infinitely

many cases (as a proper solution would require). Pace Kripke, I believe this is possible.

Let’s consider a different concept first, that of an object being red. It is true that

I do not have the disposition to sit through an endless parade of objects and judge the

redness of each object that passes in front of me. Eventually, I would get too tired or

even die. But it does seem plausible, however, that I am able to say of any object in

such a sequence whether it is red or not: take an arbitrary object from the sequence and

I will be able to give some judgement about its colour (setting vagueness aside)—and

why not? Thus put, we can see that the argument from finitude isn’t really about the

possibility of having infinitelymanydispositions regarding a certain class of objects, since

there are indefinitelymany red objects and there is nothing implausible aboutme having

a disposition with regard to any particular one of them.13 It is therefore possible that

our dispositions can fill out the second-order equilibrium path of the basic constitutive

practice of using the term ‘red’.

But what about ‘+’? Matters are not as simple here, since we clearly do not have a

disposition to reply with the sum of any two numbers. In fact, it is only plausible to sup-

pose that we have a disposition to reply with the sum of very small numbers. However,

our actual mathematical practice relies on calculations and techniques and our acquisi-

tion of arithmetical concepts cannot be separated from ourmastery of these techniques.

whole paper is about. For a further disussion of the problem of normativity, and the idea of being guided
by the meaning, see Berg 2022.

13. For this reason, Andrea Guardo prefers to call the argument ‘the Cardinality Argument’ (Guardo
2022). He points out that the problem really about showing that our dispositions can track more than just
a finite segment of e.g. the addition function. Failing to do so is, as we’ve just seen, consistent with having
infinite dispositions.
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The problem then reduces to us having dispositions to sum small numbers, carry the

one and continue the calculation—and that is quite similar to our dispositions in the

case of red. After all, why shouldn’t I have such dispositions in any case?

This kind of approach is reminiscent of Warren’s recent solution to the problem of

finitude and is, I believe, successful in showing that the problemof finitude can be solved

(see Warren 2020). Warren points out that there is no particular difficulty in supposing

that S has a disposition to add small numbers, carry and move on to the next step in the

calculation, and that if that is so, there is a sense in which S’s dispositions do encode

S’s “unbounded execution of the process” (Warren 2020, p. 8). S has, for example, a

disposition to move on to step 18 in a given algorithm, after having executed step 17—

and this is true, even if S has not completed the previous steps (imagine, for example,

that someone else has already finished them, and then S’s shows up: why wouldn’t S be

disposed to sum two small numbers, carry and move on?).14

There is therefore a sense in which S is disposed to execute step 17, even if they are

otherwise prone to never get there. This holds for any two steps n and n + 1 of the al-

gorithm, irrespective of the size of n. We can therefore agree that even if S does not have

the disposition to finish a sufficiently long calculation, S may nevertheless have the nec-

essary dispositions for any step in the calculation, as they are all psychologically tractable

(‘add two small numbers’, ‘carry the one’, ‘move on’, and so on).15 In this way, we can

fill out the second-order equilibrium path of using the term ‘+’ and solve the problem

of finitude.

Note, however, that I do not claim that S is thereby adding, merely that S has dispo-

sitions that cover any case where S might be expected to add.16 We could even, if neces-

14. Cf. Turing’s discussion of computation in his famous 1936 paper (see p. 253-4).
15. We could also say, following Peacocke, that we find such cases and transitions between them ‘prim-

itively compelling’ (Peacocke 1990). For criticism of Peacocke, see Kusch 2006, p. 129, and for why this
criticism does not apply here, see the next footnote.
16. I do not say that as a result of their training, S has a disposition to add. That would give Kripke’s

arguments against the algorithm view traction (see Kripke 1982, p. 15–17). I only claim that as a result of
their training, S has dispositions to do something. The correctness conditions, and hence the identity, of
the concept come later and are fixed by the practice. I will return to this below.
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sary, weaken this requirement, since the game-theoretic machinery does not require that

every agent has a disposition for every case. It is only necessary that a plurality—which

need not even be the majority—of agents has a disposition to give the same answer in a

given case for the equilibrium to settle there. The account is therefore very forgiving in

this respect.

The problem of error

I’ve just briefly discussed the problem of finitude and will now turn my attention to

the problem of error. The problem of error is relatively simple. It is the problem of

explaining why S’s claim that 68 + 57 = 5 should be viewed as an incorrect addition,

rather than a correct quaddition. In other words, the accountmust allow formistakes—

it cannot predict that any purported mistake by S is really just a different calculation

whereby he does the right thing, and thus indicates a difference in meaning; an account

of meaning must explain how there can be a gap between what we mean and what we

do.

Accordingly, we should also be able to explain mistakes that are not linguistic in

nature, whereby a word is used correctly, but nevertheless misapplied. For example, if S

says (andmeans to say) that particular animal in the distance is a cow, but it turns out to

be a horse, then S has not made a linguistic mistake, but merely made a mistake about

what they saw. S thought the horse was a cow, and so, relative to S’s intention of using

the word, S used the word correctly. Likewise, S could use a word incorrectly, but apply

it correctly (e.g. if S thought that ‘horse’ means cow and mistakenly calls some horses

‘horses’).17

Now, according tomy account so far, S’s utterance is correct if it falls on the second-

order equilibrium of a basic constitutive practice, and incorrect otherwise. This is not

enough, however, since if S intends to say that the horse is a cow and does so, then S’s use

17. For this distinction between correct application and correct use, see Millar 2002.
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was correct, even if it does not fall on the second-order equilibrium of the term ‘horse’.

The correctness conditions of S’s utterances therefore seem to depend on what S in-

tended to say, and I do not think S’s intentions are eliminable here—nor do I think we

should want to eliminate them.

In the literature on rule-following, however, it has been taken to be mysterious how

intentions could do this job, since the rule-following problem has been seen to infect

all our mental content, including intentions.18 Since the view under consideration is an

externalist one, however, we cando formental contentwhatwedid for linguistic content

by stipulating that the content of S’s mental states are not fully specified by what goes

on in S’s mind, but by reference to the basic constitutive practice S is embedded in. In

the case of ‘+’, we could, for example, give a simple account by supposing that S’s mental

state somehow tokens ‘+’ and that its full content is then given by the practice. So, if S

intends to add, the practice settles the correctness conditions of the term ‘+’—tokened

by their intention.19

This explains how S could fail to hit the equilibrium: S’s mental state tokens ‘+’ but

S does not perform the action that lies on the equilibrium of the practice, and was thus

wrong—and not merely right relative to a different meaning. Similarly, if S’s intention

tokens the term ‘cow’, but the animal was in fact a horse, then S was incorrect, since

the second-order equilibrium path of using the term ‘cow’ wouldn’t have settled on that

case.20

18. See e.g. Boghossian 1989. CrispinWright is a dissenting voice, see e.g. Wright 2001 andWright 2002.
19. Here I’m picking up on a suggested reading of Kripke by Boghossian:

On another way of reading it, Kripke would be assuming not some controversial view of
the relation between thought and language, but rather that thoughts themselves involve the
tokenings of expressions (of mentalese) and that those expressions, too, get their meaning
by our following rules in respect of them. (Boghossian 2008, p. 487)

The suggestion amounts to replacing the purported role of rules with that of basic constitutive practices.
In general, I just have inmind the well-known distinction between “representational vehicles”, whatever

they are, and the content that fills them. The suggestion here is that the content is fixed by the practice S is
embedded in.
20. This feature of the account may be of use in explaining why the epistemology of meaning is authori-

tive for the speaker, despite being ultimately analysed in terms of dispositions: Shas a ‘meaning intention’
and when S reports on the content of that intention, the content of S’s utterence describing the intention
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A similar externalist account could be given for ‘judgement’. With all of this appara-

tus in place, we can now say that when S judges that a is F, the content of that judgement

is given by the practice S is a part of. This is not viciously circular, as the same sentence

token can serve as input to the game-theoretic machinery while also expressing a propo-

sition with content; we need not assume that content for the former to go through.

One might worry that S’s utterance falling on the second-order equilibrium of the

practice of using the term ‘+’ is consistent with S meaning addition by ‘+’ and being

correct, as well as being consistent with S meaning quaddition and being incorrect.21

However, because the account is an externalist one, we can rule this out. Suppose for

example that S’s mental state tokens ‘+’ and that S is embedded in an addition practice.

If S’s answer accords with addition, then S meant addition and was correct, but if S’s

utterance does not so accord, then S meant addition and was incorrect. There is, in

this case, no question of S meaning quaddition and being incorrect, because S is not a

part of a quaddition practice, and thus the content of S’s intention cannot be filled out

that way. This is because, given the dispositions of all the other agents, the second-order

equilibrium path being selected is only consistent with addition and not quaddition,

even if such a practice is possible. Smeaning quaddition is therefore not consistent with

S being a part of an addition practice, as the content of S’s intention is determined by

the practice S is a part of.

Does this mean that S cannot mean quaddition by ‘+’? It might seem that the ac-

count rules out this possibility, which would, in my opinion be too strong a result, since

seemingly we canmean deviant things with our symbols (speaking in codemight be one

example). If we suppose, however, that when S’s intends to mean quaddition by ‘+’,

their intention somehow tokens the definition of quaddition, where the terms in that

depends on the same basic constitutve practice as the intention itself—both the intention and the report
derive their content from the same practice.

S’s willingness in giving that report could in turn be explained by S’s dispositions.
21. This is, I believe, Miller and Sultanescu’s objection toWarren’s solution to the problem of error. See

Miller and Sultanescu 2022.
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definition get their meaning in turn from the practices regarding their use that S is a

part of, then S can mean quaddition by ‘+’ by intending to use the term in a deviant

way. What is ruled out, however, is that the deviant meaning is basic for S—that S can

mean quaddition by ‘+’ without the definition of quaddition being involved in some

way. S can, however, do so in the case of addition.

The problem of community error This leads us to the (1) problem of community

error. This was the problem of explaining, given that an agent can make mistakes, how

then the community can make a mistake. After all, the community has, just like an in-

dividual agent, calculated finitely many sums, and so if there is question about what

determines correctness for the individual, there is a similar question for the community.

This objection depends on the assumption that the dispositions of the agents trans-

late into dispositions at the level of the community; that there is such a thing as ‘the

disposition of the community’ in a given case. However, on the current account, the

community has no dispositions (correctness is determined by the structure of a prac-

tice, not dispositions directly) and as soon as the dispositions of the agents are fixed,

the correctness conditions of the practice are settled immediately for indefinitely many

cases—even for a novel case nobody in the community has yet seen.22 The second-order

equilibrium path of using a given term F fixes the reference of F—that is to say, it fixes

which concept F refers to—and so, the problem does not arise in this form. There can

therefore be no question about the community ‘going off-track’ in the use of a term,

since every case is already determined in advance, as soon as the agent’s dispositions to

judgement are fixed by their training.

We can also put the point slightly differently: On this view, only agents make judge-

ments and those arewhat can be true or false—i.e. particular judgements or propositions

that express judgements. The way meaning is fixed by the community here is such that

22. This claim depends on the finitude problem being solved—that the agents can have dispositions that
cover every case. See above.
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questions of truth and falsity do not even arise, as the community never judges or ex-

presses a proposition. There simply isn’t anything for the community to bewrong about

and thus to say that the community got things wrong in this sense is simply a category

mistake.

In his celebrated paper on the rule-following paradox, however, Boghossian (1989)

suggests that doubts about the coherence of communitarian accounts arise because com-

munal consensus, the very thing meant to secure meaning on such accounts, does not

have the characteristics of our ordinary notion of truth—presumably, though Boghos-

sian doesn’t explicitly say, that of being objective. Boghossian himself does not take this

to be an objection to the view in itself, since for him, the communitarian account should

not be seen as “an analysis of our ordinary notion of truth, but a displacement of it” and

for that reason unlikely to be correct (Boghossian 1989, p. 535).23

I would, however, resist this further step from Boghossian: I am not offering a dis-

placement nor an analysis of our ordinary notion of truth and the current account leaves

it quite as it is. Here, there are two cases to consider. The first is where meaning is as-

cribed to S. The ordinary notion of truth, I take it, entails that if S meant red by ‘red’

then the proposition that S meant red by ‘red’ is true. That is to say, according to our

ordinary notion of truth, the proposition

(P) By ‘red’, S means red

is true if and only if S means red by ‘red’. On the analysis of meaning offered here, S

means red by ‘red’ if S’s utterance lies on the second-order equilibrium path of the ba-

sic constitutive practice of using ‘red’ and so, the proposition P is true if this situation

23. Boghossian’s worry could thus also be put like this:

For the believer in objectivity, human opinion in no sense constitutes truth; truth is in no
sense supervenient upon human opinion. (Wright 1981, p. 99)

It is true that onmy account, the agent’s dispositions to judgement about particular cases fix themeaning
of terms. Nevertheless, the I deny the inference to the further claim that their opinions are thereby consti-
tuting the truth of anything. In the next section, I will argue that even if every agent had the opinion that
a particular object falls under a given concept, it would not follow that it did—that it is possible that every
agent makes a mistake.
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obtains. There is therefore no threat to our ordinary notion of truth in this case, nor to

objectivity, since there is a fact of the matter what S means.

The second case is where S asserts a proposition. This is quite similar to the first

case: If S says for example, that ‘the letterbox is red’ and S means red by ‘red’, then S

has spoken truly, if the letterbox is in fact red. As before, it is an objective fact what

S meant and there is nothing in the account that implies that the letterbox’s redness is

not an objective matter (after all, the agents’ dispositions are shaped by their training

and this training presupposes an external reality and interactions with it). The agents’

dispositions to judgement fix the reference of ‘red’—its meaning—but it does not fol-

low that they are thereby deciding that a particular object is red. The world, and hence

external facts (in some sense) play a necessary role in constituting the truth of the state-

ment.24 This outcome is merely the old chestnut that the truth of a sentence depends

on its meaning on one hand, and the facts on the other, and so there is, again, no threat

to objectivity.

Of course, it is quite possible that agents in a particular practice would apply two

predicateswherewe apply only one (for example, one for ‘dark red’ and another for ‘light

red’) or one where we use two (for example using one word for the whole blue-green

spectrum) but the fact that different communities might slice reality up into different

concepts undermines neither objectivity nor truth.25 But even if there is no sense in

which the community can go off-track on this account, we still lack a response to the

other two problems, however, the logical problem of error and the horsey cow case. To

properly reply to this pair of challenges, we will require further stagesetting, however,

24. Claudine Verheggen makes a similar point about the possibility of objectivity being the result of lin-
guistic training that occurs in “in specific circumstances, in relation to [children’s] activities and objects
and events in their environment” (Verheggen 2003, p. 305).
25. The account could even accommodate correspondance theories of truth, since the truth of the rele-

vant statements depend on certain facts obtaining. The solution is thus a straight solution and does not,
like Kripke’s sceptical solution, require throwing standard truth-conditions overboard and replacing them
with assertibility conditions.

There is not space here, however, to get into the weeds of Kripke interpretation. I am, however, in broad
agreement withWilson’s reading of Kripke (see Wilson 1994 andWilson 1998).
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and I will respond to them after a small detour. After that, I will return to the subject of

objectivity.

II The privilege argument

Before addressing the last two arguments left on the table at the end of the last section, I

will briefly discuss is the so-called ‘privilege argument’. It has its roots in Kripke’s discus-

sion of ideal conditions (Kripke 1982, p. p. 28), as well as some remarks by Paul Boghos-

sian (1989, §23) and Anandi Hattiangadi (2007, pp. 106–8 and p. 117). Recently, it has

received a systematic treatment in a paper by Andrea Guardo (2022).

After responding to this argument, we will be in a position to answer the two afore-

mentioned arguments.

Outlining the privilege argument Themotivation for theprivilege argument is very

similar to Boghossian’s challenge to community accounts of meaning, except levied at

the individual: S might judge that 68 + 57 = 125 when they are well rested, but not

when they are tired. S thus has two different sets of dispositions that conflict and give

different meanings, and so we must be able to explain why one set, which we can call

C, should count as meaning-determining, instead of some other set of conditions C∗.

This must be done in a way that is neither question-begging nor ad hoc. The problem

is thus quite simple: Why are my dispositions when I’m well-rested and sober meaning-

determining, and not the ones I have when I’m tired and drunk? What privileges the

former over the latter?

Themost naïve way is to simply claim that the dispositions inC determinemeaning

because C are the conditions under which S is adding and not quadding. As Guardo

points out, this is patently circular (Guardo 2022, p. 872–3). According to this view,

S means addition by ‘+’ because S’s dispositions are privileged and S’s dispositions are

privileged because by having them, S means addition. This is of course bad enough, but
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this circularity is not the ultimate reason why this proposal does not answer the sceptic.

Oneof themain challenges of the sceptical paradox is to explainwhat it is that constitutes

the correctness of certain utterances and the incorrectness of others—meanings establish

norms.26 And by appealing to the fact that certain dispositions give the correct answer

and others do not, the dispositionalist has taken such a norm for granted, not explained

how it is constituted in the first place.

One might try to characterise C as ‘ideal’ conditions where the dispositions that

count are those that S’s would have if, for example, S wouldn’t get tired, would live long

enough to hear the whole problem, etc. One might suspect, however, given Kripke’s

arguments against attempts to solve the finitude problem by appeals to ceteris paribus-

clauses and idealisation, that such attempts would likewise be question-begging or cir-

cular (Kripke 1982, p. 27–28). I believe this is enough to rule ideal conditions out as a

non-starter.

Inhis paper,Guardo alsodiscusses ‘standard’ conditions,which are those conditions

under which we most often produce our utterances—where this may be cashed out in

terms of agents being e.g. well-rested, sober, not distracted, and so on, as well as the

environment being optimal for their perceptual faculties, e.g.well-lit, quiet andnot filled

with a dangerous gas, and so on. For lack of space, I will not reproduce his arguments

against them here.

One might ask, however, how the standard dispositionalist will explain how our

meaning can come apart fromwhatwe saywhenwe arenot in standard conditions. That

is to say, if I’m tired and looking at a cow, thinking that it is indeed a cow, the standard

dispositionalist does not accept that my disposition to utter “That’s a horse” entails that

Imeanthorse since that is notwhat Iwouldhave said if I hadnot been tired. But it cannot

be that wemean in non-standard conditions what wewouldmean if wewere in standard

conditions, since this would reduce standard conditions to ideal conditions. It is equally

26. By this claim I do notmean to say that if Smeans addition by ‘+’, S ought to give the reply ‘125’ when
asked about the sum of 67 and 58, only that this reply is correct.
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implausible that we don’t mean anything when conditions are not standard—surely I

meant cowwhen I said ‘horse’, even if I’m tired?27

A ‘Copernican’ revolution Fortunately, I believe that the game-theoretic nature of

basic constitutive practices lets us answer the privilege argument without going down

one of these three paths, as well as solve the outstanding problems for community ac-

counts, by turning the problem on its head: Instead of specifying which dispositions are

meaning-determining in advance, we can let the dispositions that comeout of the agent’s

linguistic training bemeaning-determining, whatever they are, thus allowing any dispo-

sitions that the agents actually have to determinemeaning. Thus, the notion of standard

conditions is not something we put in, but something we get out.

Above, I argued that the basic constitutive practice of adding requires of the agents

that they master a technique, learning how to add small finite numbers, to carry the one

and move on to the next step in the algorithm. If we accept that S can have dispositions

that cover enough cases, onemight stillworry that the sceptic could question that S is in

fact carrying, for example, orS’s reallymovingon to thenext step in the same calculation.

S has only performed a finite number of carrying operations, after all, and it could very

well be that S is actually disposed to carry the one for n steps of the algorithm and do

something different afterwards. A similar deviant interpretation can be found for S’s

moving on.

We can answer the sceptic by focusing on S’s training. We cannot say in advance that

S has been trained to carry—since thatwouldbe circular—butwe can say that S has been

shown a finite number of examples ofwhatwewould call carrying (in themetalanguage)

and that consequently S has formed a disposition to give some replywhenpresentedwith

a suitable case. This kind of disposition is not very psychologically demanding and it is,

27. For further discussion of standard dispositionalist accounts especially Warren’s, see Berg, Forthcom-
ing.
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as I argued above, plausible that as a result of their training, S has such a disposition for

any given step in the algorithm.

We can then say that every agent that has gone through such training and takes part

in the practice has a disposition to give some reply when presented with a suitable case.

These dispositions then define a basic constitutive practice of using the term ‘carry’ for

the agents that take part in it and thus defines the correctness conditions of the term;

what it is for these agents to ‘carry’ is therefore for them to perform the action that lies

on the second-order equilibrium of the practice. This is not circular, because nowhere

have we tried to demarcate which dispositions are meaning-determining and which are

not, but take any disposition that the agents have as a result of their training as meaning-

determining.

The agents do not mean carrying (as that word is used in the metalanguage) unless

the equilibrium of the practice tracks actual carrying, however, which it may ormay not

do. But this is not a problem, because if we were to suppose that we ourselves belong

to such a basic constitutive practice, then our dispositions would pick out some equilib-

rium and that would be, by stipulation, that of carrying.28 The question of whether the

agents mean carrying is thus just a question of whether they do what we do.29

What I have said so far is not enough to solve to answer theprivilege argument, nor to

solve the twooutstandingproblems for community accounts, however. Inboth cases the

problem is that agents are likely to have different dispositions under certain conditions

than others, for example when they are tired, as opposed to when they are well-rested,

and so we need to explain without circularity why the former kind of dispositions are

not meaning-determining.

28. The question: “Howdowe know that this is carrying?” ismisguided: On this account, some second-
order equilibrium path would be defined andwhatever that is, that is what carrying is—themeaning of the
word ‘carrying’.
29. Here I merely have in mind the same kind of distinction between our language and S’s language as

D. Lewis 1974.
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I believe that we can solve this problem by appealing again to our assumption that

the agent’s meaning-determining dispositions are formed by their linguistic training.

Until now, we’ve only been considering first-order dispositions, dispositions to judge

that a certain object falls under a given concept or that a calculation should be contin-

ued in a certain way. But S’s linguistic training is such that they do not only form such

dispositions, but also higher-order dispositions about the circumstances under which

they give certain replies. For example, S might have learned to use colour words by be-

ing shown examples. This training would privilege certain conditions, since if S were

to examine a necktie under unusual electric lightning, for example, S might then judge

that the tie is blue, but if they were to make the same judgement in broad daylight, they

might judge that it is green. But because of they way S has learned how to use the terms

‘blue’ and ‘green’, S would be disposed to withdraw their first judgement, but would

stand firm with respect to their second.30

I will therefore say that a disposition is stable if there is no higher-order disposition

that overrides it and stipulate that S’s disposition to judgement in a given case counts

as determining a second-order equilibrium of a basic constitutive practice if and only if

S’s disposition is stable. This is not circular, because S’s meaning-determining disposi-

tions are not defined in terms of standard conditions, but rather, standard conditions

are defined as those conditions in which S’s dispositions are stable. The explanation for

stability is thus not standard conditions, but rather which higher-order dispositions S

has acquired through their training. The way the agents learn the concepts is thus con-

stitutive of the meaning of the words they use.31

30. The example is from Sellars 1997, p. 37–39.
This notion of stable disposition is similar to the one found in Johnson andNado 2014 (see also Johnson

and Nado 2016, Johnson and Nado 2017). For Johnson and Nado, S means red by ‘red’ iff S would be dis-
posed to apply ‘red to red things, if S had all the relevant information. For further criticism and discussion,
see Andow 2016 and Nyquist 2020.

31. This notion of stability is not the same as that ofWarren 2020. For him, stability is a statistical notion,
whereby S’s answerα to a given problem is stable if and only if the ratio of S’s non-α answers tends zero as
the number of S’s attempts to give an answer increases.

24



One might worry that we can only characterise these higher-order dispositions by

presupposing the notion of semantic content—that these are dispositions to doubt or

at least assess a prior response, and that such judgements have semantic content. I do

not believe, however, that what we’ve said requires such contentful judgements in the

general case, butmerely that the agent has a disposition to stand firm in some cases and a

disposition to withdraw a response in others. In practice, how this will look is the agent

exhibiting doubting behaviour (hesitating, seeking confirmation, correcting themselves,

etc.) under certain circumstances and not others, and some of that will be in the form of

lingustic behaviour and contentful judgements.

Such cases, however, will only be of a mature agent who has already undergone

much linguistic training already. Here, a similar point holds as above: Such judgements

will get their content from the practice S is embedded in, but that is not circular since

the same response can serve as input to the game-theoreticmachinery while also express-

ing a proposition with content. At bottom, what matters are the dispositions to either

stand firm or withdraw a given judgement—and how S acquires those is explained by

the training process.

If that’s right, this immediately (dis)solves the privilege argument: By turning the

problem on its head, there is no reason to try to demarcate some dispositions as special,

since the meaning-determining dispositions are not specified as inputs to the account,

but taken to be those that as a matter of fact come out of the training.32

Solving the logical problem of error and the horsey cow case Now consider a

case where the agents are subject to an optical illusion, being presented with two lines

on a piece of paper such that the lines are in fact unequal in length, but because of how

they are drawn, they appear to the agents as being of the same length. If the agents were

32. One might worry that the problem recurs, that we can now ask the question: Why are our trained
dispositions meaning-determining and not our untrained dispositions? The answer to this worry is that
training is a temporal process, and untrained dispositions are replaced by trained dispositions. If there were
any untrained dispositions after the process, those would still count as meaning-determining.
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taking part in a basic constitutive practice of using the term ‘length’, we might think

that they would then judge that the lines were of equal length, and thus that their use

was correct—andhence that they could notmake amistake, even if intuitively, wewould

want to say that they got it wrong.

However, if we suppose that the agent’s training and practice with regards to the

term ‘length’ is the same as ours, in that they also measure length with rulers, lay things

on top of each other to see which is longer, and various things like that, then they would

in fact have higher-order dispositions with regards to their judgement about the length

of the two lines. In this case, the agent’s stable dispositionwouldbe to judge that the lines

are in fact of unequal length, and thus the practice would determine the right second-

order equilibrium after all. If, on the other hand, their practice is such that they only go

by visual impression, they would simply mean something other than we do by the term

‘length’ and there would be no reason to say that they made a mistake here in the first

place.

Now recall thatwe analysed S’smaking amistake as S’smental state tokening a given

term but their actual response missing the second-order equilibrium path of the corre-

sponding basic constitutive practice. For example, S’s mental state might token ‘cow’,

because S thought that those horses are cows, but the basic constitutive practice of using

the term ‘cow’, of which S is a part, does not settle on an equilibrium in that case. In the

case of the lines, there is no particular difficulty in supposing that this happens to every

single agent simultaneously, since it is possible to give a reply that does not correspond

to one’s stable disposition, and thus possible for anyone to do so. It is therefore possible

that every agent makes a mistake on this account, and thus it solves the logical problem

of error.

The horsey cow case is similar. Boghossian is certainly right that agents are wont to

make systematic mistakes that might contaminate upwards and result in a community

account of meaning giving the wrong verdict. But by appealing to the agent’s training
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and how it shapes their higher-order dispositions, we can give a reply: the nature of sys-

tematic mistakes is such that the dispositions that lie behind them are not stable and

agents would always have learned to have further dispositions to doubt them in the case

of horsey-looking cows on foggy nights. Their stable dispositons, however, do settle in

the right place, even if no one actually gives the correct reply.

III Objectivity and judgement-dependence

I’ve argued that the account on offer can (a) answer Kripke’s sceptic without circular-

ity, especially with regard to the privilege argument, and (b) answer a number of diffi-

cult problems for such accounts, including the community problem of error, the logical

problem of error, and Boghossian’s horsey cow case. I’ve also claimed that the account

is not a threat to our ordinary concept of truth nor to the objectivity of our linguistic

practices.

There are, however, still reasons to be sceptical of this last claim. The determination

of a second-order equilibrium path of a basic constitutive practice depends, as Crispin

Wright put it in a different context, on there being “a shared uptake, a disposition to

concur in novel judgements involving the concepts in question” (Wright 2007, p. 487),

and so, one might worry, as Wright does, that

the requirements of a rule, in any particular case, are simply whatever we

take them to be. For if the requirements of the rule are not constituted, as

the platonist thinks, independently of our reaction to the case, what can

be available to constitute them but our reaction? But that idea effectively

surrenders the notion of a requirement altogether. (Wright 2007)

If we transpose this concern to the account under consideration here, it is quite simply

that if the constitution of meaning is not independent of our dispositions to judgement

about particular cases, then what is true or false about a given case is not independent of
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our dispositions to judgement either. And thiswould seem toundermine objectivity—if

certain facts are judgement-dependent, how could we be wrong about them?

There are no prospects of solving this problem on this account. But canwe live with

it—or perhaps better, stop seeing it as a problem? I believe we can, and that there are

reasons to accept this as a benign feature of our actual linguistic practice, rather than a

knock-down argument against communitarian accounts of meaning.

The case of the Waywards Suppose, for example, we encounter an alien race, the

Waywards, whose practices are in many ways similar to ours.33 They have a number

system and a counting practice that looks a lot like ours, as well as an arithmetical oper-

ation ‘+n’. The Waywards, however, are such, perhaps for cultural and biological rea-

sons, that their trade and commercial activities tend to revolve around the diminishing

marginal value their exchanges have for the average Wayward. These facts cause Way-

wards to react to the teaching of arithmetical concepts differently than we do. For them,

themost natural way of successively applyingwhat they call the operation ‘+2’ past 1000

is to continue “1004, 1008...”. Likewise, when the numbers become greater than 2000,

they continue “2006, 2012...”. As a result, the average Wayward stably judges, for ex-

ample, that “’1008 + 2 = 1012”.

How should we react to our encounter with theWaywards? Wouldn’t it defy credi-

bility to claim that they aremaking amistake in almost every elementary calculation they

make? And thus more plausible to think that they are not adding at all, or at best, that

they ‘add’ differently, and hence that the symbol ‘+’ does not refer to addition in the

Wayward’s language, but rather a different function, say, x+ ((⌊ x
1000⌋+ 1)× n)? But

that assessment seems to be based on the fact that theWaywards react differently to train-

ing thanwedo, andhence that it does not seemproblematic, in the case of theWaywards,

to ascribe differences in stable judgement to a difference in meaning. But, if radical in-

33. This is a simplified version of a thought experiment due to Shaw 2022, 119–124. He defends a similar
kind of linguistic relativism as I do here.
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terpretation begins at home, it should seem equally plausible to ascribe a difference in

stable judgement by ourselves to a difference in meaning, too. And why shouldn’t it?

After all, the Waywards would be likely to say the same thing about us.

The colourblind tribe and the super-detectors Now imagine that long time ago,

a faraway tribe was exposed, unbeknownst to them, to dangerously high radiation, lead-

ing to a genetic mutation. This mutation was hereditary and caused their offspring to

become red-green colourblind. Now further suppose that this change did not lead to

any loss of vocabulary. It seems quite plausible that the members of the tribe would

now use the words ‘red’ and ‘green’ as synonyms, stably judging that things are both

red and green, where we say that they are either red or green. It would seem, as with

theWaywards, strange to say that these people were now consistently wrong about their

colour judgements, at least if the practice had gone on for some time, and its hard to

locate the source of the apparent conceptual shift in anything but their change in stable

judgements.

This intuition is strengthened, if we imagine that a neighbouring tribe had devel-

oped a superhuman ability to detect colour, being able to make clear and stable judge-

ments about more primary colours than we are able to. Here, however, the change lead

to an explosion of new vocabulary, not stasis; leading them tomakemany distinctions in

their language that we are unable tomake. If we are tempted to say that the colour blind

tribe is consistently wrong, we should presumably say that the possibility of such super-

detectors means that we could be consistently wrong about our colour judgements, too;

that it could be that most things that we say are red are in fact not so. After all, they are

better, by stipulation, at detecting colour than we are.

Maybe this outcome is welcomed by someone who thinks that the meaning of a

given expression is always independent of our judgements regarding our use of that ex-

pression, the ‘platonist’ as Wright calls them, but by framing the dialectic around the
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cases just considered, the possibility of our practices becoming completely divorced from

our dispositions to judgement seems to be the phenomenon to be explained, rather than

the default assumption.

After all, these cases do suggest that differences in stable judgement point to a dif-

ference inmeaning, andwhile it is not necessary to explain this fact by stable judgements

somehow constitutingmeaning, it does suggest that stable judgements across a commu-

nity of the form ‘a is F ’ co-vary with a being in the extension of ‘F’ for that community.

This covariance thus seems to be an expected feature of our actual linguistic practice.

Furthermore, we can readily explain this covarience, given the general contours of

the account under consideration, by our judgements adjusting to inputs from the en-

vironment through the process of linguistic training. That is to say, if this covariance

would not obtain, our practice would be out of touch with the environment in which it

is embedded, and our judgements would change to compensate, until co-variance were

restored. In this sense, then, what is true or false about a given case is not independent

of our dispositions to judgement, because our practice requires a certain amount of co-

variance of truth and meaning facts.

Infallible judgements andworldly facts Whence theworry that linguistic relativism

of this sort is a threat to objectivity, then? I believe there are at least two sources of this

concern, both of which have a certain degree of prima facie plausibility. The first is re-

lated to what is referred to in the literature on conventionalism as ‘the argument from

worldly fact’ or ‘themaster argument’.34 This is the claim that, while conventionsmight

establish the meaning of a given sentence S, for example that S says that p, a convention

cannot make it the case that p. For instance, it might be a convention among English

speakers to use the word ‘vixen’ for all and only female foxes, but it does not follow

that the true proposition ‘all vixens are foxes’ is true in virtue of that convention—since,

34. The terminology is due to Topey 2019 andWarren 2015. Among those who defend this argument are
Boghossian 1996 and Sider 2003. It is sometimes called “the Lewis-Lewy objection” after its early propo-
nents, C. I. Lewis 1946 and Casimir Lewy 1976 (see Glock 2003 for discussion).
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surely, that statement is true because every individual vixen is, as it happens, a fox. The

proposition ‘All vixens are foxes’ would thus be true even if there were no languages at

all.

As applied to the account under consideration, the worry would be that our stable

agreement in judgement is somehow supposed tomake it the case thata isF, and that this

explains why our judgement in that case is infallible: The account predicts, one might

think, that stable dispositions to judgement ground the truth that a is F, or otherwise

create ormake that fact, and thuswe cannot bewrong about such cases. Or alternatively,

that for such reasons, a’s nature as a thing which is F cannot be independent of our

judgement that a is F. This would be a devastating objection, but fortunately, it misses

the mark.

The general reason is that when we state this objection, we are referring to the pred-

icate F in the metalanguage, but the judgement that a is ‘F ’ is partly constitutive of the

meaning of F in the object language. Suppose for example thatwewould all have a stable

disposition to judge that ‘a stick S is onemetre long’—in the sense that we’d all utter this

sentence in response to the right stimulus. It follows that the sentence ‘S is one metre

long’ would be true in our language, but it does not follow that our agreement has made

it the case that S has any particular length or otherwisemade or created any facts about

S—other than the fact that the predicate ‘one metre’ (in our language, not the meta-

language) applies to S. We could, for example, have judged that ‘S is two metres long’

without any change in S’s length. The stable agreement in judgement has only fixed the

meaning of the relevant expressions and nothing beyond that, even if the corresponding

sentence ‘S is two metres long’ would now be true.

Similarly, scientists among the color-blind tribemight come upwith a scientific the-

ory that explains why an object a is what we would call “red or green” and exactly agrees

with our corresponding theory, for example that a either reflects light with a wavelength

of 500–565 nm or 625–750 nm; that their stable judgements about a being ‘green or red’
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are partly constitutive of the meaning of ‘red’ and ‘green’ in their language is thus no

more mysterious than the fact that in Italian, some blue things are “blu” and some are

“azzurro”. In a possible world, otherwise the same as ours, where everyone speaks Ital-

ian, the sky is blue, even if the inhabitants would stably judge that it is azzuro and not

blu. From the Italian perspective, of course, the sky is andwould be azzuro, even if every-

one spoke English and stably judged that it was blue. This kind of linguistic relativism

is quotidian and no threat to objectivity.

We still have to account for the seeming infallibility of stable dispositions to judge-

ment, however. First recall the problem: The meaning of a term ‘F’ is determined by

the second-order equilibrium path of the basic constitutive practice of using ‘F’ and this

equilibrium is determined in turn by the agent’s stable dispositions to judgement. This

means that some dispositions to judgement of the form ‘a is F ’ constitute the meaning

of F and thus that it looks as if there are infallible judgements: if we would all judge that

a is F, then a is F.

I maintain that in the light of the previous discussion, this phenomenon is not as

strange as it first might seem: we should expect that a difference in stable judgements

leads to a change in meaning, and that this is best explained by certain judgements con-

stitutingmeaning—being judgement-dependent in the sense discussed above. After all,

stable judgements are judgements that are made in extremely favourable conditions rel-

ative to the linguistic training: if the agents stably judge that a is F, it is thereby given that

they will not (stably) accept any reasons to judge that a is not F, simply because that is

how they have learnt to judge F -ness. For example, if I stably judge that a is red and you

want to convince me that it is not, you would have to point to some external factor that

could have interrupted my judgement—strange lighting, for example. If the judgement

is stable, there are eo ipso no such factors in the general case, since otherwise I would have

had an overriding disposition; so if stable judgements are meaning-constituting, it is not

surprising that our judgements about them co-vary with the meaning facts themselves;
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that follows directly from the nature of linguistic training and how our dispositions are

formed in response to our environment.

It doesn’t actually follow from this co-variance, however, that there are any infallible

judgements, since any given judgement is always by a particular agent at a particular time,

and not by the totality of agents. And for any such judgement it is the case that it could

have been different: if S stably judges that a is F and hits the equilibrium, S’s judgement

is not infallible, sinceS couldhave judged thata is notF and thusmissed the equilibrium.

Any judgement that S could make thus could or could not hit the equilibrium, and is

therefore not infallible, even if S’s judgement is partly constitutive of themeaning of ‘F’.

And since no particular judgement is infallible, there are no infallible judgements.

Finally, even if it were true on this account that if we would all judge that a is F,

then a is F, it doesn’t follow that this conditional should be construed as the judgments

in the antecedent causing or grounding the truth of the consequent; that is not how

the material conditional should be read. It only says that these facts co-vary—and the

preceding discussion shows why this is no surprise: the judgements that a is F in the

antecedent (partly) constitute themeaning of F in the consequent. Nothing about the

nature of a, as it exists independently of us and our linguistic practices follows from this

fact. The covariance of dispositions to stable judgements and meaning facts is thus no

threat to the objectivity of meaning.

IV Concluding remarks

Communitarian accounts of meaning have been widely rejected in the literature on the

rule-following paradox, for good reason. In this paper, I’ve offered a game-theoretic ac-

count of semantic content and focused on how it can give replies to some of the most

difficult and important objections to communitarian accounts, namely Boghossian’s

horsey cow case, the community version of the problem of error, as well as what I called

the logical problem of error.
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More importantly, however, I’ve tried to show how communitarian accounts of

meaning do not necessarily threaten the objectivity of our linguistic practices, neither

because such accounts must replace our ordinary notion of truth (the one offered here

leaves it quite as is) nor because they result in infallible judgements; for it is possible that

stable dispositions to judgment co-vary with meaning facts without there being any in-

fallible judgments.

Finally, this covariance of judgements and meaning facts is benign and what we

would expect from our linguistic practices.
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